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1 INTRODUCTION

Autonomous driving is a transformative Al application with the
potential to save lives by eliminating human error from driving [1],
provide mobility to millions impacted by disabilities [7], and in-
crease economic productivity by improving traffic flow [13]. While
industry has made remarkable progress towards deploying au-
tonomous vehicles (AVs) [2], key challenges remain in ensuring
high performance and coordination of the components comprising
the autonomous driving system.

AV driving systems are typically structured as a pipeline [12, 18]
containing the following components [4, 10], as shown in Fig. 1:

e Perception runs machine learning models to extract infor-
mation from the sensor readings generated by cameras and
LiDARs.

e Localization uses GPS and high-definition mapping to com-
pute the vehicle’s precise location.

o Prediction forecasts how nearby objects (e.g., other vehicles,
pedestrians) will behave and move.

e Planning generates a safe and comfortable motion plan for
the vehicle to take.

e Control converts a motion plan into steering, acceleration,
and braking commands.

These components are made up of modules implemented with
machine learning as well as traditional algorithms, and must coor-
dinate to perform safe and comfortable driving maneuvers. This
design describes a compound Al system [15], and has evolved this
way due to the close interaction with human agents and regulation
which requires them to be highly explainable and debug-able [3, 10].

Unlike compound Al systems for language models, which op-
erate at scale and target throughput and statistical Service-Level
Objectives (SLOs), AVs must meet a higher bar for reliability and
performance and are latency-optimized. The strict target latency
SLO decomposes into deadlines for individual components [9] that
must be met for safe operation. For reliability, the system runs
entirely on the car with no external dependencies, though they
typically have network access through cellular connections.

We observe that these modules, with explicit dependencies and
target SLOs, have similarities to cloud-based microservice archi-
tectures, and investigate the implications of viewing components
in AVs as services. This allows us to reason about components in
terms of SLOs, configurations, and contracts which provides clear
APIs and guarantees across components. This ensures a degree
of minimum performance and enables modular development to
accelerate improvements.

Taking implications of modularity to the extreme, we can imag-
ine multiple variants of these services that provide different perfor-
mance guarantees (e.g. model specialized for city vs. model special-
ized for cloud, low-latency models for quick decision-making). If
we accept that AVs are a collection of services with many different
beneficial configurations, we could optimize the overall pipeline
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Figure 1: A view of the components in an AV control system. One Object
Detection module in the perception component is outlined in red.

by selecting the best possible configuration. Unfortunately, we are
unable to fully exploit this capability today because AVs are con-
strained by fixed, scarce hardware resources [12]. To solve this, we
innovate on the execution environment; in particular we propose
that AVs can take advantage of cloud-based execution to use more
powerful GPUs that enable more beneficial services, run models
faster, and deploy updates more easily.

These decisions have far-reaching implications. First, cloud exe-
cution requires managing an additional constrained resource, net-
work bandwidth, which is not plentiful enough to support remote
execution of all services. Second, optimal per-service configurations
may result in sub-optimal system-wide performance (i.e., overall
driving system is stuck in a local minimum). Finally, cloud execution
introduces new sources of unreliability that must be managed to
maintain reliable overall performance. We propose a tiered service
architecture which configures services by maximizing the bene-
fit each service contributes to the overall AV while meeting the
resource constraints.

2 A TIERED APPROACH

Several components or "services" in the AV pipeline have multiple
possible configurations that provide the same functionality but with
different tradeoffs in runtime, accuracy, compute requirements, and
input fidelity. For example, the EfficientDet [16] family of object
detectors solve the same object detection task but range in their
input size, accuracy, and runtime across 8 model variants, ED0O
through ED7'. We define a "configuration” to be the selected model
variant used to satisfy the service. In Fig. 2a, we show this view for
the Object Detector service shown in red in Fig. 1.

Existing AVs are designed with statically configured components.
A single model variant is selected for each component for execution
on pre-allocated resources to ensure a consistent and reliable exe-
cution environment. While prior work has explored re-configuring
components to maximize safety [9], these possibilities are funda-
mentally limited by the fixed hardware available on the vehicle.

!This has also become the dominant paradigm with foundation model releases, multiple
size models (e.g. 7B, 13B, 70B) that provide the same service [5, 8, 17].
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Figure 2: A view of a single tiered service, with the on-car tier in yellow and cloud tier in green. An AV system is then made up of dozens of such services.

In contrast, viewing AVs as collections of services offers an op-
portunity to selectively expand the execution environment beyond
the hardware available on a vehicle (e.g., using the cloud). The ad-
ditional cloud "tier" of execution environment enables transparent
access to powerful cloud resources for more compute at the cost of
worse reliability and additional latency. Previous work has observed
that typical AV models such as object detection can run 3-4x faster
on cloud hardware as compared to AV hardware [14], indicating
that the cloud can run more powerful models while offsetting net-
work latency in order to meet latency SLOs. To guard against the
unreliability of the network, we always execute a model on-vehicle,
and greedily use more accurate results from the cloud if they arrive
in time.

The challenge is that bandwidth to the cloud is limited and highly
variable. As a result, the optimal decision of which services to exe-
cute in which tier, and which model to use in that tier, is a dynamic
optimization problem depending on the available cellular uplink
bandwidth at runtime and each service’s expected accuracy gain.
Executing a service remotely incurs variable additional network
latency, but benefits from lower execution latency by running on
cloud hardware. For the cloud tier, the total latency incurred is

lend—to-end = tmodel_runtime © IRTT + B * Sinput (1)
where [grT is ping round-trip time, B is bandwidth, and S;ppy; is
input size. Unlike allocating compute resources which are static on
the car for AV control systems, bandwidth is a scarce resource that
is highly dynamic; 5G deployments support bandwidths of up to
hundreds of Mbps, but with high variance based on number of users
on the network, proximity to tower, interference, etc. Evaluating
public speedtest data from mobile devices, we find mobile device
bandwidth in the US in 2024 to range from 5Mbps - 100 Mbps? with
ping latencies of 15-75ms.

With this bandwidth range, we cannot afford to offload all ser-
vices. A standard JPG used as input to the EfficientDetector family
of models [16] ranges from ranges from 0.5Mb (EDO, 512x512) to
4.3Mb (ED7, 1536x1536). With an optimistic bandwidth of 100Mbps
and ping of 20ms, and a service target latency SLO of 150ms, the
network portion of uploading these JPGs adds 24ms (EDO) - 63ms
(ED7) of additional latency, leaving 126ms - 87ms respectively for
2This value is configurable to be considerably higher; 4G/5G networks today offer

5-10x higher (up to 500Mbps+) downlink bandwidth than upload due to usage patterns.
The underlying spectrum could easily be reallocated to favor higher upload bandwidth.

model runtime in the cloud if offloading just one service. Sharing
that bandwidth amongst three off-loaded services would consume
32ms - 149ms. Therefore, we clearly cannot offload all 20+ detector
services, let alone all services in the AV system, and likewise equally
sharing bandwidth across all services would result in no individual
service being able to use the cloud tier.

To solve this problem, we build on the idea of utility curves
for bandwidth allocation introduced and used in past work [6, 11],
which encode how much utility an application gets per unit of ad-
ditional bandwidth. To adapt these to our use-case, we observe that
each model must return results within the target latency, and has a
fixed runtime and input size. The runtime, input size, target latency
together can be used to solve Eq. (1) for a minimum bandwidth
allocation required to achieve the target latency. Thus the utility
of this model is 0 below this threshold, and some positive value u;
above this threshold. We choose this u; to be the accuracy of the
model. This can optionally be weighted by some set of constants
a; across all models and services. We show this in Fig. 2b.

These utility curves can be composed upwards as discussed in
[11] to obtain a utility curve for each tier, for the service, and
for the system overall. We then use the utility curves to allocate
bandwidth in a max-min fair way [6] across the services, except
we modify the final allocation step within each service, choosing to
give all that service’s bandwidth to the single best model that will
get utility from it, rather than sharing at utility-ratios as is done in
the original utility curve literature. This allows the overall system
to achieve higher accuracy across services by prioritizing running
those services on the cloud that benefit the overall system the most.

3 FUTURE DIRECTIONS

We see a number of open questions to follow this work. First, we
observe an opportunity to co-optimize offload in cases where in-
puts are shared between multiple services. For example, if Service
A takes Camera 1 and 2, and Service B takes Camera 2 and 3 as
input, then allocating more bandwidth to Service A’s inputs makes
it "cheaper” to upgrade Service B. This should be reflected in the
derived utility curves. Second, understanding how improvements
to intermediate service quality affects overall vehicle safety is an
open problem and may influence the optimal composition of utility
curves. Finally, cars sharing the same cell tower may benefit un-
evenly from additional bandwidth, and intelligently allocating this
bandwidth among vehicles can maximize fleet-wide safety.
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